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1 INTRODUCTION
Artificial intelligence (AI) is creeping into our lives from the smart-home speaker to the personal-
ization and recommendation systems infused in the music services we use everyday. Indeed it is
difficult to think of a single user facing product whose experience may be enhanced through the
incorporation of AI. At the same time, advancements in the underlying technology have enabled
many to easily build and train sophisticated models once reserved to experts in the field1. For
instance, some AI frameworks allow designers to simply provide training data with the models
being generated with a couple of clicks2.
Despite these advancements in AI technology a key question surrounding the use of AI in

consumer facing applications remains: will the envisioned AI create an experience individuals
or even teams would actually want to use? Answering such a question late in the development
process of an AI model can be costly both in time and development resources despite the foregoing
advancements. For instance, it could be quite costly to collect, clean and annotate training data
to build a model designers believe will create a favourable experience. What is clearly necessary
is some method which allows designers to evaluate the user experience of their envisioned AI
application that is both low cost and allows them to rapidly iterate on the design.
One popular method for evaluating such envisioned AI experiences for several decades has

been the Wizard of Oz (WoZ) methodology first discussed by Kelley[2]. The WoZ methodology
calls for a user test, whereby participants are told they will be interacting with some type of AI
agent or product that uses AI in some way. However, in reality the behaviour of the AI is directly
controlled by an experimenter who can observe the user’s interaction. This methodology has been
used to evaluate a number of products including conversational interfaces[6], robotics[3], and even
autonomous vehicles[1, 9]. So popular is this methodology that there are even literature reviews of
WoZ studies solely in Human-Robot Interaction[5].

Despite its prevalence, one question to the knowledge of the author that has not been discussed
by the community is whether WoZ as an evaluation method remains relevant today given the
numerous changes in both technology, applications and the people using such technology since
WoZ was first proposed in 1984. To explore this question further, I will examine some of the benefits
and challenges associated with using the WoZ methodology as presented by Kelley[2]. I will then

1One popular example being Tensorflow: https://www.tensorflow.org
2Examples of which include Google Vertex, Amazon SageMaker and Microsoft’s Azure Machine Learning platforms

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and
the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored.
Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee. Request permissions from permissions@acm.org.
© 2023 Association for Computing Machinery.
XXXX-XXXX/2023/9-ART $15.00
https://doi.org/10.1145/nnnnnnn.nnnnnnn

, Vol. 1, No. 1, Article . Publication date: September 2023.

https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn


2 Anon.

conclude that WoZ is still a valid evaluation method, however key changes need to be made for it
to be relevant today.

2 STRENGTHS OFWOZ EVALUATION
TheWizard of Oz methodology as a tool for evaluating envisioned AI powered experiences provides
a number of key benefits over other evaluation methodologies. First, the WoZ methodology does
not require any sophisticated AI model to be trained or complete end-to-end system to be built.
Instead designers can simply "mock up" the experience using a low cost design tool (e.g., Figma,
Powerpoint) and some mechanism for the Wizard to control the experience in a manner similar
to how an AI agent would control it. Indeed, there have been a number of toolkits discussed in
the literature that allow individuals with limited knowledge about the WoZ methodology to put
together a WoZ experiment with minimal effort [4, 7]. In addition, since experiences can be created
so rapidly, it allows designers and engineers to experiment across the design space of potential AI
powered experiences.
Second, the WoZ evaluation methodology allows individual AI experiences to be completely

isolated from each other, which would otherwise be difficult to perform in conventional software
development where typically components must be built together for any meaningful experience to
be evaluated. Consequently, designers can focus on specific scenarios they want to test. Relatedly,
since technology that is known to cause latency and technical issues (e.g., speech recognition in the
case of a conversational agent) are not present in the WoZ study, designers can focus on evaluating
whether the envisioned scenarios result in a positive user experience without the underlying
technology potentially confounding their results.
Lastly, an added benefit of a well designed WoZ experiment is the capability to extensively log

all interaction between the user and the agent. Such data could prove invaluable in training early
models of a given AI experience, particularly when it would be otherwise difficult to collect. For
instance, an organization developing a new product would likely have no user collected data to
train their models. In addition, since the AI is directly controlled by a human experimenter, data
scientist get access to human decisions which may be seen as a gold standard when training many
AI models.

3 DRAWBACKS OFWOZ EVALUATION
In spite of its popularity and the benefits highlighted in the preceding section, there are several key
drawbacks to the WoZ methodology as it is employed today. Specifically, there are concerns about
how data is collected using the WoZ methodology, how the confederate tasked with the Wizard
behaves during the study and lastly concerns about the participants who play such a pivotal role in
these studies.
A key benefit of running a WoZ study is the collection of rich interaction data between the

user and Wizard which could form the basis of training data used to train an AI model. However,
what is unclear is whether the data collected during a WoZ study is sufficient to train a model
with a desirable level of accuracy. Indeed, it is not uncommon for modern deep reinforcement
learning models to require potentially gigabytes or even terabytes of data to train a model with a
reasonable degree of accuracy. Relatedly, some models may require specific types of data that may
not be easily collectable during a WoZ study. For instance, it seems unlikely that using a driving
simulator for a WoZ study of an envisioned autonomous vehicle would provide enough varied
types of driving patterns nor provide the rich sensor data a modern computer vision based driving
system would need. Another key concern when developing some AI powered experiences is the
collection of sufficient longitudinal data to train such models to adapt to changing user behaviour
and preferences. In particular, many recommendation systems used in a variety of applications
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requires such data to effectively predict how such trends change over time to deliver the most
relevant recommendations.
Another key concern of contemporary WoZ studies is the role of the Wizard, who tries to

mimic the behaviour of the envisioned AI model/agent. Hence, the Wizard is the cornerstone in
most WoZ studies and consequently can be a potential source for error. In particular, for some AI
experiences being evaluated is that the agent’s interaction with the user is indirect. Consider a
recommendation system that suggest products to a user. The input to such a system would likely be
what products the user has purchased in the past or searched for but may also consist of a number
of user behavioural factors such as the amount of time they spent on a given product page. The
output from the recommendation system would be a list of products the system thinks is relevant
for the user. Hence, it is difficult for the Wizard to measure and determine what to look for with the
user interacting with the system to ultimately generate its product recommendations. Contrast that
with a conversational agent where the user is directly interacting with the agent through spoken
words and the agent has a finite set of reasonable responses. Another challenge surrounding the
Wizard’s behaviour is their potential lack of consistency in how they perform, particularly when
multiple Wizards are employed during a study or between experiment sessions which may impact
the reliability of the data collected. For instance, different Wizards may handle the same interaction
from a given user differently. Relatedly, it is unclear whether Wizard taking on the role of an AI
agent can effectively mimic the behaviour of the system particularly given it is difficult to predict
how such a system would behave without first training it. As an exercise for the reader, consider the
potential failure modes for a generative AI model such as Chat-GPT. A final challenge surrounding
the behaviour of Wizards in WoZ studies relates to their use in collaborative tasks. Specifically, as
AI technology improves, it is becoming increasingly likely that AI will not just interact with one
user but potentially several users. Despite this, the WoZ methodology makes a critical assumption
that the interaction is solely between a single user and the agent.
One critical assumption made by the WoZ methodology is that participants believe they are

interacting with an AI agent even though in reality that agent is controlled by an experiment. This
suspension of disbelief is critical, since participants could behave differently if they think the agent
is actually an experimenter. However, how can we be certain as practitioners of the WoZ technique
that this is actually occurring? Without any certainty regarding whether the participant truly
believes the agent they were interacting with was AI, the results of such studies can be questionable
at best.

Fig. 1. Spectrum of Agency the Human Wizard has on AI

4 A RETHINK OFWOZ?
Given the preceding discussion, the reader might reasonably believe that the WoZ methodology is
well-past its use-by date given the contemporary challenges raised. However, all hope is not lost.
In particular, there are a number of solutions to these challenges worthy of consideration.
In terms of concerns surrounding the quantity and quality of data being collected during WoZ

studies, considering where, when, and how WoZ is applied to a given problem can go a long way
towards addressing these very issues. First and foremost, data scientists and other such relevant
stakeholders need to consulted to determine what data needs to be collected and how such data
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collection can take place during the study. Second, WoZ studies are usually performed at beginning
of AI product lifecycle with Wizard in control of every action the agent takes. However, adopting an
iterative approach whereWoZ is applied throughout the product lifecycle from before an envisioned
product is developed through to release would allow the data collected to adapt to the needs of
the organization. For instance at the start of a product lifecycle the key question may be which AI
features are relevant for the user. However, as a preliminary AI model is trained a key question
might be whether the predictions made by the agent concur with how a human might perform the
task. Consequently, the WoZ methodology may need to be adopted so the amount of the agency the
Wizard has over the agent changes as the model gets developed (Figure 1) [8]. Whereas a Wizard
might have full control of the agent at the beginning of the product lifecycle, their agency might be
limited to overriding the occasional errant action from the trained model just prior to the product
being shipped. Third, the apparatus used to conduct the WoZ study needs to be instrumented to
collect interaction data during the study. Testing such apparatus through a pilot study to ensure
that experiment data is indeed being correctly collected is also crucial. Fourth, the collection of
sufficient amounts of data, especially longitudinal data could be achieved by scheduling follow
up WoZ studies with the same participants (perhaps further down the product lifecycle), using
crowdsourcing platforms such as Amazon Mechanical Turk or Prolific to recruit many participants
at once. Relatedly, data collected in another product, an external data source or in an earlier study
could potentially be used to effectively bootstrap a WoZ project to a desired level of simulation.
Irrespective of which approaches are employed to deal with the issue of data quality and quantity,
one key consideration are potential legal and ethical concerns which is why relevant stakeholders
(e.g., legal department, institutional review board) should be considered. There are a number of
key ways a Wizard’s behaviour can be adapted to address the concerns facing the evaluation of
modern AI applications. In particular, to address the lack of consistency of performance for different
Wizards performing the role as well as between experiment sessions, training can play a key role.
Specifically, Wizards should be provided with a guide along with accompanying resources (e.g.,
training videos, audio of conversational agents in action) that explains their role in the experiment
and how they should behave. In the case of WoZ studies where the Wizard and participant aren’t
directly interacting with each other, it should be made clear to the Wizard what they are allowed
to observe (inputs) and what set of actions they are allowed to take (outputs). Developers, data
scientists, designers and other relevant stakeholders need to be involved in determining which
inputs and outputs are reasonable for the Wizard. In addition, Wizards need to given adequate
opportunity to practice their role by way of several pilot sessions before any experiment session
begins. Extending theWoZmethodology to support environments where the agent must collaborate
with multiple users in a given experiment session is a topic that has received some attention recently
in the literature. For instance Simpson et al.[6] proposes a collaborative WoZ environment with
the Wizard selecting responses from a user interface through keyboard shortcuts. However, such
an approach may not be appropriate in all scenarios. Hence, we will likely need guidelines on
how to design these interfaces to be effective for Wizard who now must observe and interact
with multiple participants. Whether participants in a WoZ genuinely believe they are interacting
with an autonomous AI agent (as opposed to the human controlling it) can be measured in a
couple of ways. Firstly, participants could be provided a survey directly after interacting with the
Wizard where they are simply asked to score whether the agent was entirely autonomous versus
controlled by a human. Another potential solution is simply telling participants that in one trial
block of the study they will be interacting with a human, which is played by the confederate and
for the other trial block they will be interacting with an autonomous AI agent which in reality is
controlled by the confederate (WoZ) without telling them in what order each agent appears. After
each trial block participants are asked to score the degree of autonomy of the agent they were
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interacting with. Using such an approach provides researchers with a human baseline they can use
to compare whether the Wizard condition did indeed suspend the disbelief of the user. However,
whilst such an approach may be suitable for certain AI experiences (i.e. conversational agent) it
may not be suitable for all AI experiences being evaluated. For instance, it might be difficult for the
participant to observe whether an agent is playing the role of a human confederate in a product
recommendation system.

5 CONCLUSION
It seems increasingly likely that artificial intelligence will become ubiquitous in our everyday lives
as it makes it weaves its way into the products and services we use. However, for such technology to
be a success it needs to behave in a manner that users will want. At the same time, incorporating AI
into products represents a significant risk for such organizations given its black-box nature making
it difficult to effectively determine what resources are required to effectively train the models.
Hence, the evaluation of such models through methodologies like Wizard of Oz evaluation provide
a potential way for organizations to mitigate this risk and deliver experiences users will want
to have. However, rethinking key aspects of the WoZ methodology such as actively considering
what data needs to be collected, how Wizards should behave in such experiments, and whether
participants have indeed suspended disbelief during the study are crucial for this method to deliver
on its promise of providing inexpensive, rapid and reliable testing of envisioned AI experiences.
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